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Abstract—In this paper, we present an analysis for the noise due to finite word length effects for digital signal power processors using Welch's power spectrum estimation technique to measure the power of Gaussian random signals over a frequency band of interest. The input of the digital signal processor contains a finite-length time interval in which the true Gaussian signal is contaminated by Gaussian noise. We analytically derive the roundoff noise-to-signal ratio in the measurement of the signal power. We also present computer simulations which validate the analytical results. These results can be used in tradeoff studies of hardware design such as number of bits required at each processing stage. The results presented in this paper are currently being used in the design of a digital Doppler processor [1], [2] for a radar scatterometer [3]–[5].

I. INTRODUCTION

In Chi, Long, and Li [1], we presented a statistical analysis for the accuracies in the radar backscatter measurements for the NASA Scatterometer (NSCAT) which utilizes a digital Doppler processor (DDP). The reader is referred to [1] for details of the DDP design and general features associated with NSCAT. Briefly, the DDP is a fast Fourier transform (FFT)-based digital signal processor that performs a Welch’s power spectrum estimation on the radar return signal (see Fig. 1).

We would like to present the DDP in a more general manner such that its application is not limited to the radar area. Therefore, we will refer to it as a digital signal power processor (DSP) instead. In [1], the normalized standard deviation of the measurements by the DSP (the so-called $K_p$ parameter) was derived. However, that derivation assumed that the roundoff noise of the DSP was negligible. In practical design, roundoff noise is always present and can potentially contaminate the true signal power measurements. In this paper, a roundoff noise analysis of the DSP is presented. The derived analytical results have been used in tradeoff studies of hardware design such as the number of bits required at each stage of processing to keep the roundoff noise-to-signal ratio satisfactorily low. Although this derivation was motivated by radar system design, we believe the approach and the results will be helpful in the design of other digital signal processors for estimating the power of random signals.

In Section II, the DSP based on the Welch’s power spectrum estimation and the associated equation for evaluating $K_p$ are summarized. The roundoff noise model that we have used for the DSP is presented in Section III. The roundoff noise-to-signal ratio is derived in Section IV, and some computer simulations to validate our theoretical results are shown in Section V. We discuss how to use the derived results in the design of the DSP and draw some conclusions in Section VI.

II. A DSP BASED ON WELCH’S POWER SPECTRUM ESTIMATION

The DSP is designed to compute an unbiased estimate of the signal power over a frequency band of interest. Essentially, the signal processing procedure employed in the DSP consists of power spectrum density (psd) estimation and signal power computation. The DSP based on Welch’s power spectrum estimation is shown in Fig. 1. It consists of a) computation of the FFT, b) application of a window by convolution, c) squaring for power detection, and d) computation of the signal power. The input of the DSP consists of a finite-time-length signal is contaminated by noise. The Welch’s power spectrum estimate of the input is first determined, and then the signal-plus-noise power is obtained by summing the estimated periodogram over the desired frequency range. Similarly, an estimate of the noise-only power is computed. The
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final estimate of the signal power is obtained by linearly combining these two measurements.

Assume that we are given \( N_{ps} \) independent signal-plus-noise pulses and \( N_{pn} \) noise-only pulses. For each independent pulse, we assume the following.

(A1) For the noise-only case, the input signal \( x(t) \) consists of the thermal noise \( n(t) \) which is assumed to be zero-mean Gaussian with psd

\[
P_n(f) = b' \quad \text{for} \quad |f| < \frac{f_s}{2}
\]

where \( f_s \) is the Nyquist sampling frequency. For the signal-plus-noise case, \( x(t) \) consists of not only \( n(t) \) but also the true return signal \( s(t) \) which is assumed to be zero-mean Gaussian with psd

\[
P_s(f) = \frac{P_s}{B_s} \quad \text{for} \quad f_L \leq f \leq f_L + B_s = f_H
\]

where \( 2P_s \) is the signal power of \( s(t) \) over the frequency range \((f_L, f_H)\) because \( P_s(f) \) is a real even nonnegative function of \( f \). Notice that the psd of \( s(t) \) outside the interval \((f_L, f_H)\) is not defined explicitly since we are not interested in that region. Also note, from Fig. 1, that the true signal pulse \( s(t) \) may be shorter than the input \( x(t) \). In [1], we developed an unbiased estimate \( \hat{P}_R \) of \( P_R \) based on the assumption (A1) and the additional assumption

(A2) The window spectrum \( W_s(k) \) is very narrow. By simply extending the result in [1] for multiple independent measurement pulses, the unbiased estimate \( \hat{P}_R \) is given by

\[
\hat{P}_R = \frac{U_5 T}{U_5 T_{GN}} \left( C_1 - \frac{T_{GS} B_s}{T_{GN} B_N} C_2 \right)
\]

where

\[
C_1 = \frac{1}{K_s N_{ps} M U_s} \sum_{j=1}^{N_{ps}} \sum_{i=1}^{K_s} \sum_{k=k_{LS}}^{k_{HS}} \left| X^{(j)}(k) \ast W_s(k) \right|^2
\]

and

\[
C_2 = \frac{1}{K_N N_{pn} N U_N} \sum_{j=1}^{N_{pn}} \sum_{i=1}^{K_N} \sum_{k=k_{LS}}^{k_{HS}} \left| X^{(j)}(k) \ast W_N(k) \right|^2
\]

where \( \ast \) indicates circular convolution, and \( C_1 \) is associated with the power of the signal-plus-noise case, and \( C_2 \) is associated with the power of the noise-only case. All the parameters in (3), (4), and (5) are described in Table I (also see [1]). Note that \( X^{(j)}(k) \) in (4) indicates the Fourier transform of the \( j \)th data segment \( x^{(j)}(n) \) associated with the \( j \)th pulse for the signal-plus-noise case. \( X^{(j)}(k) \) in (5) is then associated with the noise-only case. The \( i \)th case segment associated with an input digital signal \( x(n) \) is defined as

\[
x_i(n) = \begin{cases} x(n + (i - 1) D), & \text{if } 0 \leq n \leq M - 1; \\ 0, & \text{otherwise}. \end{cases}
\]

Throughout this paper we use \( X(k) \) to denote the Fourier transform of \( x(n) \). The normalized standard deviation \( K_p \) of \( \hat{P}_R \) is defined as

\[
K_p = \frac{\text{Var}[\hat{P}_R]}{P_R} \quad \text{(7a)}
\]

which has been shown in [1] to be

\[
K_p = \frac{1}{\sqrt{T_{GS} B_s M U_s}} \left\{ \frac{1}{K_s N_{ps}} \sum_{k=-K_s}^{K_s} \sum_{i=1}^{K_s} \sum_{j=1}^{K_s} \left( 1 - \frac{|k|}{K_s} \right)^2 \right\}^{1/2}
\]

\[
\Gamma_j(k) + \frac{1}{\text{SNR}} W_s(i-j,k)
\]

\[
\text{SNR}^2 \left[ \sum_{k=-K_N}^{K_N} \sum_{q=-K_N}^{K_N} \left( 1 - \frac{|k|}{K_N} \right) \left( 1 - \frac{|q|}{K_N} \right) \right]^{1/2}
\]

where all the parameters are described in Table I.
A practical consideration in the implementation of a digital signal processor is the limitation in the word length at each stage of processing. The power of roundoff noise in the output due to finite word length effects depends on the realization of the digital signal processor. The realization will be driven by the dynamic range at each stage, computation speed limitations, etc. For example, the design of the DDP in NSCAT requires that the digital processor have a dynamic range to process input signal with the SNR range from -20 dB to +26 dB. The SNR range in the input signal determines the dynamic range at each stage of the digital processor, and hence, the number of bits at each stage to prevent overflow. In order to minimize the number of bits at each stage, some of the least significant bits would have to be discarded between stages. The roundoff noise accumulated in the output will increase as a function of the discarded bits.

Another practical consideration is the use of fixed-point arithmetic. When all processing is done with fixed-point arithmetic, bit-shifting may be performed at each stage to keep the digital number within a proper dynamic range such that overflow and underflow are minimized. One bit shifted to the left is equivalent to multiplication by 2. One bit shifted to the right is equivalent to multiplication by 1/2 or the truncation of a least significant bit. During computation of the FFT with radix 2 which is used in the presented DSPP in this paper, a bit-shift right before each stage of the FFT may be performed in order to prevent FFT overflow. Thus, the scale factor 1/M will be included within FFT. Also, other artificial scale factors may be introduced to avoid overflow or to simplify the hardware design.

In implementing the DSPP, a number of digital signal processing techniques can be used to minimize the number of arithmetic operations. For example, when computing FFT’s of real signals we can perform two FFT computations simultaneously as follows. The Fourier transforms $X_1(k)$ and $X_2(k)$ of two real signals $x_1(n)$ and $x_2(n)$ can be obtained by

$$X_1(k) = \frac{1}{2} \left\{ \text{Re} \left[ F(k) \right] + \text{Re} \left[ F(M - k) \right] \right\} + \frac{j}{2} \left\{ \text{Im} \left[ F(k) \right] - \text{Im} \left[ F(M - k) \right] \right\}$$

$$X_2(k) = \frac{1}{2} \left\{ \text{Im} \left[ F(k) \right] + \text{Im} \left[ F(M - k) \right] \right\} + \frac{j}{2} \left\{ \text{Re} \left[ F(M - k) \right] - \text{Re} \left[ F(k) \right] \right\}$$

where $M$ is the number of the FFT points and $F(k)$ is the Fourier transform of the complex signal

$$f(n) = x_1(n) + jx_2(n).$$

We refer to the execution of (8) and (9) as FFT decomposition.

With the above considerations, a schematic diagram of DSPP signal flow is shown in Fig. 2. The scale factor $2^{b_1}/C_1$ is chosen such that overflow probability is small during A/D conversion where $b_1$ is the number of the bits of the A/D excluding the sign bit and $C_1$ is the clipping level of the A/D. The output of the A/D is left-shifted $b_2$ bits to become the input of the FFT. Let $b_2$ be the number of bits of FFT. Then $b_1 + b$ must be no more than $b_2$ to prevent overflow in the input of the FFT. As previously mentioned, a scale factor $1/M$ will be used within the FFT for preventing FFT overflow. The scale factors $2^{b_1}$ and $2^{b_2}$ are used for simplifying the complexity of the FFT.
decomposition and the window weight setting. The \( l \) least significant bits of the periodogram are dropped prior to the final triple summation in order to minimize the number of bits in the output of the triple summation. Only a fixed number of bits of the output of the triple summation are kept by dropping "a" bits. Of course, all the scale factors must be compensated for when computing \( \bar{P}_R \).

Note that the compensation factor

\[
A = C2^{b}2^{-2b} = 2^{-2b} - 2d_{t} \tag{11}
\]

is used in the computation of \( \bar{P}_R \) (see Fig. 2).

In this paper, we assume that the dynamic range in each stage is large enough such that the overflow is negligible. Fixed-point arithmetic is assumed.

III. ROUNDOFF NOISE MODELING ASSUMPTIONS

Quantization errors occur when an analog signal is converted to a digital representation with a fixed word length. Errors will also be generated during arithmetic operations on finite-length digital numbers. Right bit-shifting operations, which are equivalent to truncation, can also result in errors. We have called all these errors roundoff noise. For fixed-point arithmetic, only multiplication of two digital numbers and truncation of the least significant bits produce errors. The roundoff noise due to multiplication operation can be eliminated at the expense of increasing the word length after multiplication.

In this paper we assume the signal path from the A/D input to the output of the triple summation is implemented by a special-purpose digital processor. In NSCAT, this processor will be on board a spacecraft. The roundoff noise generated in this processor must be accounted for in the design when determining processor performance. However, roundoff noise generated in the signal processing after the triple summation is assumed negligible. For NSCAT, this processing will be performed on ground.

In Fig. 3, we show the roundoff noise sources occurring in the model shown in Fig. 2. \( e_1 \) and \( e_1' \) are generated by the A/D conversion. No error is generated by the scale factor \( 2^b \) (left bit-shift by \( b \) bits). \( e_2 \) and \( e_2' \) are generated by the FFT computation. \( e_3 \) and \( e_3' \) are generated by the decomposition of the FFT output. \( e_4 \) and \( e_4' \) are generated by windowing. \( e_5 \) and \( e_5' \) are generated by the squaring operation. \( e_6 \) is generated by the presummation scale factor (truncation of \( l \) least significant bits). \( e_7 \) is generated by the postsummation scale factor (truncation of "a" least significant bits). Notice that \( e_2 \) and \( e_2' \), generated during FFT computation, and \( e_4 \) and \( e_4' \), generated in performing convolution, consist of many arithmetic steps.

In Fig. 3, we denote the actual digital signal at each stage by \( y_i(k) \) or \( y_i'(k) \). Let \( f_i(k) \) and \( f_i'(k) \) denote the ideal digital signals associated with \( y_i(k) \) and \( y_i'(k) \), respectively. The resulting roundoff noise, \( h_i(k) \) or \( h_i'(k) \), propagated from the previous stages, is then

\[
h_i(k) = y_i(k) - f_i(k) \tag{12a}
\]
or

\[
h_i'(k) = y_i'(k) - f_i'(k) \tag{12b}
\]

We can easily eliminate some noise sources by the appropriate choice of scale factors. We make \( e_3 = e_3' = 0 \) by choosing \( d_1 = 1 \) [see (8) and (9)]. We can make \( e_5 = e_5' = 0 \) by increasing the word length of the output of the squaring operation.

We now make the following assumptions about all the roundoff noises.

(A3) \( e_3 = 0, e_3' = 0, e_5 = 0, \) and \( e_5' = 0 \).

(A4) All the noise sources are independent of one another and are independent of the signal.

(A5) The accumulated roundoff noises \( h_4(k) \) and \( h_4'(k) \) at the input to the squaring operation are Gaussian.

Assumption (A4) is generally used in the roundoff noise analysis of digital signal processors. Assumption (A5) is made to simplify the following derivation. From Fig. 3, one can easily see that all signal processing procedures are linear except for the squaring operation. The derivation of second-order statistics of the output of the squaring block requires fourth-order statistics of its input. This will make the derivation extremely difficult without the last assumption. We also note that by the central-limit theorem, the last assumption is reasonable.

IV. ROUNDOFF NOISE-TO-SIGNAL RATIO \( V \)

From Fig. 3, we can see that the signal processing procedure from the input to \( y_4(k) \) or \( y_4'(k) \) is linear and that the signal processing procedure after \( y_5(k) \) or \( y_5'(k) \) is also linear. The only nonlinear operation is the square which makes the roundoff noise \( h_5(k) \) accumulated in \( y_5(k) \) correlated to the true signal. Therefore, \( h_5(k) \) is correlated between different data segments because the true signals in \( y_5(k) \) are correlated with one another due to the time overlapping processing of the input signal. So is \( h_5'(k) \). For notational simplicity, we neglect the indexes associated with the data segment number for the signal path from the input through \( y_4(k) \). From \( y_5(k) \) on we will attach the data segment number to all the quantities by a superscript \( (i) \).
The derivation for the roundoff noise-to-signal ratio consists of the following 5-step procedure:

Step A: mean and covariance function of $h_{4}(k)$ and $h_{4}^{H}(k)$;
Step B: mean and covariance function of $h_{5}(k)$ and $h_{5}^{*}(k)$;
Step C: mean and variance of $h_{1}$;
Step D: mean and variance of roundoff noise in $\hat{P}_{R}$; and
Step E: roundoff noise-to-signal ratio $V$.

This 5-step derivation procedure provides a set of equations. These equations have to be sequentially computed to obtain $V$. In each step we present the derivations and results as concisely as possible with detailed proofs shown in Appendix A. The following derivation is for the signal-plus-noise case. Results for the noise-only case can be similarly obtained. We use $m_{i}$ and $\sigma_{i}^{2}$ to denote the mean and variance of $e_{i}$, respectively. Note that $e_{i}$ and $e_{j}$ have the same mean and variance. Let $\phi_{i}(k)$ and $\phi_{i}^{*}(k)$ be the covariance function of $h_{i}(k)$ and $h_{i}^{*}(k)$, respectively.

Step A: Mean and covariance function of $h_{4}(k)$ and $h_{4}^{H}(k)$.

From Fig. 3,

$$ h_{2}(k) = \frac{2^{b} M^{-1}}{M} \sum_{n=0}^{M-1} (e_{1}(n) + je_{2}(n)) \exp \{-j2\pi nk/M\} $$

$$ + (e_{2}(n) + je_{2}(n)). \tag{13} $$

Based on our assumptions, it can be easily shown that

$$ E\{\text{Re} [h_{2}(k)]\} = E\{\text{Im} [h_{2}(k)]\} = 2^{b} m_{1} \delta(k) + m_{2} \tag{14} $$

where $\delta(k)$ is the unit sample sequence, and that Re $[h_{2}(k)]$ and Im $[h_{2}(k)]$ are uncorrelated with each other and both are white processes with variance $\sigma^{2}/2$ where

$$ \sigma^{2} = \text{Var} [h_{2}(k)] = \frac{2^{2b+1}}{M} \sigma_{1}^{2} + 2\sigma_{2}^{2}. \tag{15} $$

Because

$$ h_{3}(k) = \text{Re} [h_{2}(k)] + \text{Re} [h_{2}(M-k)] \tag{16a} $$

$$ h_{5}(k) = \text{Im} [h_{2}(k)] - \text{Im} [h_{2}(M-k)] \tag{16b} $$

for $0 \leq k \leq M - 1$, one can easily show that

$$ E[h_{3}(k)] = E\{\text{Re} [h_{2}(k)] + \text{Re} [h_{2}(M-k)]\} $$

$$ = 2E\{\text{Re} [h_{2}(k)]\}, \tag{17a} $$

$$ E[h_{5}(k)] = 0, \tag{17b} $$

and

$$ \phi_{3}(k) = \phi_{5}(k) = \sigma^{2} \delta(k). \tag{18} $$

Note, from (16a) and (16b), that $h_{3}(k)$ is uncorrelated with $h_{5}(k)$ although they have the same covariance function.

The windowing output $h_{4}(k)$ is

$$ h_{4}(k) = h_{3}(k) + 2^{b} e_{4}(k) $$

$$ = \frac{2^{b} M^{-1}}{M} \sum_{n=0}^{M-1} h_{3}(n) W_{S}(k-n) + e_{4}(k). \tag{19} $$

From (14), (17a), (18), and (19),

$$ E[h_{4}(k)] = 2^{b+1} m_{2} W_{S}(0) + (2^{b+1} m_{1}) $$

$$ - \left(\frac{2^{b} M^{-1}}{M} W_{S}(k)\right) + m_{4} \tag{20} $$

and

$$ \phi_{4}(k) = \sigma^{2} \phi_{w}(k) + \sigma_{4}^{2} \tag{21} $$

where

$$ \phi_{w}(k) = \frac{2^{2b+1} M^{-1}}{M^{2}} \sum_{n=0}^{M-1} W_{S}(n) W_{S}(n+k). \tag{22} $$

Similarly, one can show that

$$ E[h_{4}^{*}(k)] = m_{4}, \tag{23} $$

and

$$ \phi_{4}^{*}(k) = \phi_{4}(k). \tag{24} $$

Note, from (20) and (23), that $E[h_{4}(k)]$ is a function of $k$ but $E[h_{4}^{*}(k)]$ is not. Also note that $h_{4}(k)$ is uncorrelated with $h_{4}^{*}(k)$ although they have the same covariance function.

Step B: Mean and covariance function of $h_{5}^{(i)}(k)$ and $h_{5}^{(i)*}(k)$.

Note that

$$ h_{5}^{(i)}(k) = y_{5}^{(i)}(k) - f_{5}^{(i)}(k) $$

$$ = \left[f_{4}^{(i)}(k) + h_{4}^{(i)}(k)\right]^{2} - \left(f_{4}^{(i)}(k)\right)^{2} $$

$$ = \left(h_{4}^{(i)}(k)\right)^{2} + 2h_{4}^{(i)}(k)f_{4}^{(i)}(k). \tag{25} $$

Since $E[f_{4}^{(i)}(k)] = 0$ (see [1]), then

$$ E[h_{5}^{(i)}(k)] = E[h_{4}^{(i)}(k)] = \phi_{4}(0) + E^{2}[h_{4}(k)]. \tag{26} $$

Note that the superscript $(i)$ associated with $h_{4}(k)$ is omitted because its mean and covariance are independent of data segment index $i$. Similarly, we have

$$ h_{5}^{(i)}(k) = (h_{4}^{(i)}(k))^{2} + 2h_{4}^{(i)}(k)f_{4}^{(i)}(k) \tag{27} $$

and

$$ E[h_{5}^{(i)}(k)] = E[h_{4}^{(i)}(k)] = \phi_{4}(0) + E^{2}[h_{4}(k)]. \tag{28} $$

Next, we derive the covariances $\text{Cov} \{h_{5}^{(i)}(k_{1}), h_{5}^{(r)}(k_{2})\}$, $\text{Cov} \{h_{5}^{(i)}(k_{1}), h_{5}^{(r)}(k_{2})\}$, and $\text{Cov} \{h_{5}^{(i)}(k_{1}), h_{5}^{(r)}(k_{2})\}$.

One can easily see that

$$ \text{Cov} \{h_{4}^{(i)}(k_{1}), h_{4}^{(r)}(k_{2})\} = 0, \quad i \neq r. \tag{29} $$
because they are associated with the different data segments which are processed separately. Similarly, one can see that

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \} = 0, \quad i \neq r.
\] (30)

As concluded in the derivation of step A, we have

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \} = 0.
\] (31)

Equations (29)-(31) imply the following results.

(R1) \( h_s^{(i)}(k_1) \) is independent of \( h_s^{(r)}(k_2) \) for \( i \neq r \).

(R2) \( h_s^{(i)}(k_1) \) is independent of \( h_s^{(r)}(k_2) \) for \( i \neq r \).

(R3) \( h_s^{(i)}(k_1) \) is independent of \( h_s^{(r)}(k_2) \).

These results are obtained because \( h_s^{(i)}(k) \) and \( h_s^{(r)}(k) \) are assumed to be Gaussian in assumption (A5). Based on assumption (A4) and the fact that \( \mathbb{E}[f^{(i)}(k)] = \mathbb{E}[f^{(i)}(k)] = 0 \), one can easily show that

\[
\text{Cov} \{ (h_s^{(i)}(k_1))^2, h_s^{(r)}(k_2)^2 \} = 0, \quad i \neq r.
\] (32)

\[
\text{Cov} \{ (h_s^{(i)}(k_1))^2, h_s^{(r)}(k_2)^2 \} = 0, \quad i \neq r.
\] (33)

\[
\text{Cov} \{ (h_s^{(i)}(k_1))^2, h_s^{(r)}(k_2)^2 \} = 0, \quad i \neq r.
\] (34)

and

\[
\text{Cov} \{ (h_s^{(i)}(k_1))^2, h_s^{(r)}(k_2)^2 \} = 0. \quad (35)
\]

The covariances associated with \( f^{(i)}(k) \) and \( f^{(r)}(k) \) are given by

\[
G_{rr}(k_1, k_2) = \mathbb{E}[f^{(i)}(k_1) f^{(r)}(k_2)] = \mathbb{E}[f^{(i)}(k_1) f^{(r)}(k_2)].
\] (36)

and

\[
G_{rr}(k_1, k_2) = \mathbb{E}[f^{(i)}(k_1) f^{(r)}(k_2)].
\] (37)

These results are derived in Appendix A. We note that

\[
G_{rr}(k_1, k_2) = G_{rr}(k_1, k_2) = \phi^{(i)}(k_1 - k_2) = \phi^{(r)}(k_1 - k_2).
\] (38)

where \( \phi^{(i)}(k) \) and \( \phi^{(r)}(k) \) are the autocovariance functions of \( f^{(i)}(k) \) and \( f^{(r)}(k) \), respectively. From (25), (27), (32)-(37) and the results (R1), (R2), and (R3) one can easily show that

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
= 4 \mathbb{E}[h_s^{(i)}(k_1)] \mathbb{E}[h_s^{(r)}(k_2)] G_{rr}(k_1, k_2), \quad i \neq r,
\] (39)

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
= 4 \mathbb{E}[h_s^{(i)}(k_1)] \mathbb{E}[h_s^{(r)}(k_2)] G_{rr}(k_1, k_2), \quad i \neq r,
\] (40)

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
= 4 \mathbb{E}[h_s^{(i)}(k_1)] \mathbb{E}[h_s^{(r)}(k_2)] G_{rr}(k_1, k_2).
\] (41)

and

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
= 4 \mathbb{E}[h_s^{(i)}(k_1)] \mathbb{E}[h_s^{(r)}(k_2)] G_{rr}(k_1, k_2).
\] (42)

Next, we derive \( \text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \} \) and \( \text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \} \).

Using the well-known equation for the covariance of \( x^2 \) and \( y^2 \) where \( x \) and \( y \) are two joint Gaussian random variables \( [9] \)

\[
\text{Cov} \{ x^2, y^2 \} = 2 \text{Cov} \{ x, y \}^2 + 4 \text{Cov} \{ x, y \} \mathbb{E}[x] \mathbb{E}[y]
\] (43)

and based on the assumption (A5), we obtain

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
= 2 \phi_s^2(k_1 - k_2) + 4 \mathbb{E}[h_s(k_1)] \mathbb{E}[h_s(k_2)] \phi_s(k_1 - k_2).
\] (44)

Therefore, from (25), (32), and (44) we obtain

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
= \text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
+ 4 \mathbb{E}[h_s(k_1)] \mathbb{E}[h_s(k_2)] \mathbb{E}[f^{(i)}(k_1) f^{(i)}(k_2)]
= 2 \phi_s^2(k_1 - k_2) + 4 \mathbb{E}[h_s(k_1)] \mathbb{E}[h_s(k_2)]
\]

\[
(\phi_s(k_1 - k_2) + \phi_s^2(k_1 - k_2))
+ 4 \mathbb{E}[h_s(k_1)] \mathbb{E}[h_s(k_2)] \phi_s(k_1 - k_2).
\] (45)

Similarly, we have

\[
\text{Cov} \{ h_s^{(r)}(k_1), h_s^{(r)}(k_2) \}
= 2 \phi_s^2(k_1 - k_2) + 4 \mathbb{E}[h_s(k_1)] \mathbb{E}[h_s(k_2)]
\]

\[
\cdot (\phi_s(k_1 - k_2) + \phi_s^2(k_1 - k_2))
+ 4 \phi_s(k_1 - k_2) \phi_s^2(k_1 - k_2).
\] (46)

**Step C: Mean and variance of \( h_s \).**

From Fig. 3, one can see that

\[
h_s^{(i)}(k) = 2^{-i}(h_s^{(i)}(k) + h_s^{(r)}(k)) + e_s^{(i)}(k).
\] (47)

Thus,

\[
\mathbb{E}[h_s^{(i)}] = 2^{-i}(\mathbb{E}[h_s^{(i)}] + \mathbb{E}[h_s^{(r)}]) + m_6
\] (48)

and

\[
\text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
= 2^{-2} \text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
+ \text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
+ \text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
+ \text{Cov} \{ h_s^{(i)}(k_1), h_s^{(r)}(k_2) \}
+ \sigma_s^2 \delta(k_1 - k_2) \delta(i - r).
\] (49)
Let
\[ h^*_7 = \sum_{i=1}^{K_s} \sum_{k=k_{HS}}^{k_{HS}} h^{(i)}_6(k). \]  
(50)

Then
\[ E[h^*_7] = \sum_{i=1}^{K_s} \sum_{k=k_{HS}}^{k_{HS}} E[h^{(i)}_6(k)] \]  
(51)

and
\[ \text{Var} [h^*_7] = \sum_{i=1}^{K_s} \sum_{k=k_{HS}}^{k_{HS}} \sum_{k_1=k_{HS}}^{k_{HS}} \sum_{k_2=k_{HS}}^{k_{HS}} \text{Cov} \{h^{(i)}_6(k_1), h^{(i)}_6(k_2)\}. \]  
(52)

Finally, \( h_7 \) is the sum of \( h^*_7 \)'s associated with \( N_{PS} \) independent pulses multiplied by \( 2^{-a} \). Thus,
\[ E[h_7] = 2^{-a} N_{PS} E[h^*_7] + m_7 \]  
(53)

and
\[ \text{Var} [h_7] = 2^{-2a} N_{PS} \left\{ \text{Var} [h^*_7] \right\} + \sigma_7^2. \]  
(54)

As a remark, from (25) and (27), one can easily show that \( h^{(i)}_6(k) \) is uncorrelated with the true signal \( \left( f^{(i)}_4(k) \right)^2 \) and \( h^{(i)}_5(k) \) is uncorrelated with the true signal \( \left( f^{(i)}_3(k) \right)^2 \). Because \( h_7 \) is a linear function of \( h^{(i)}_6(k) \) and \( h^{(i)}_5(k) \), and the true signal \( f_1 \) is a linear function of \( \left( f^{(i)}_4(k) \right)^2 \) and \( \left( f^{(i)}_3(k) \right)^2 \), \( h_7 \) is uncorrelated with \( f_1 \).

**Step D:** Mean and variance of roundoff noise in \( \hat{P}_R \).

Let \( \epsilon_{SN} = h_7 \) for signal-plus-noise case and \( \epsilon_N = h_7 \) for the noise-only case. Then the roundoff noise \( \epsilon \), embedded in \( \hat{P}_R \), is given by
\[ \epsilon = \frac{U_5 T}{U^*_5 T_{GS}} \left( \frac{AM2^{as}}{U_s K_N N_{PS}} \epsilon_{SN} - \frac{AN2^{aw}}{U_N K_N N_{PN} T_{GN} B_N} \epsilon_N \right) \]  
(55)

where \( a_s \) and \( a_N \) are the values of \( 'a' \) associated with \( \epsilon_{SN} \) and \( \epsilon_N \), respectively. Therefore,
\[ E[\epsilon] = \frac{U_5 T}{U^*_5 T_{GS}} \left( \frac{AM2^{as}}{U_s K_N N_{PS}} E[\epsilon_{SN}] - \frac{AN2^{aw}}{U_N K_N N_{PN} T_{GN} B_N} E[\epsilon_N] \right), \]  
(56)

and
\[ \text{Var} [\epsilon] = \left( \frac{U_5 T}{U^*_5 T_{GS}} \right)^2 \left( \frac{AM2^{as}}{U_s K_N N_{PS}} \right)^2 \text{Var} [\epsilon_{SN}] \]  
\[ + \left( \frac{AN2^{aw}}{U_N K_N N_{PN}} \right)^2 \left( \frac{T_{GS} B_N}{T_{GN} B_N} \right)^2 \text{Var} [\epsilon_N]. \]  
(57)

**Step E:** Roundoff noise-to-signal ratio \( V \).

Let \( \hat{P}_R \) be the actual measurement of \( P_R \), i.e.,
\[ \hat{P}_R = \hat{P}_R + \varepsilon. \]  
(58)

We define the roundoff noise-to-signal ratio \( V \) as
\[ V = \left( \frac{E[\epsilon^2]}{E[\epsilon^2]} \right)^{1/2}. \]  
(59)

Since \( \hat{P}_R \) is an unbiased estimate of \( P_R \) with mean square value
\[ E[\hat{P}_R^2] = (1 + K^2) P_R^2, \]  
(60)

substituting (60) into (59) gives
\[ V = \frac{K_{pe}}{(1 + K^2)^{1/2}} \]  
(61)

where
\[ K_{pe} = \frac{1}{P_R} \left\{ E[\epsilon^2] \right\}^{1/2} = \frac{1}{P_R} \left( \text{Var}[\epsilon] + E^2[\epsilon] \right)^{1/2}. \]  
(62)

\( K_{pe} \) can be thought of as the normalized root mean square value due to the effects of roundoff noise.

**V. A Design Example**

In this section, we illustrate the computation of roundoff noise-to-signal ratio \( V \) and compare the theoretical results to simulation results using an example associated with the design of the DDP in NSCAT.

Practical considerations and performance requirements dictate the following choice of parameters for the NSCAT DDP design:

- \( b_2 = 16 \) (bits in FFT),
- \( d_1 = 1 \),
- \( d_2 = 2 \),
- \( M = N = 512 \),
- \( D = M/2 \) (i.e., 50 percent overlap),
- \( 2 \leq k_{LS} \leq k_{HS} \leq M/2 - 1 \)

and \( w_5(n) = w_N(n) \) is a Hanning window, i.e.,
\[ w_5(n) = 0.5 - 0.5 \cos \left( \frac{2 \pi n}{M} \right), \quad 0 \leq n \leq M - 1. \]  
(63)

\( W_5(k) \) is then
\[ W_5(k) = \begin{cases} 
\frac{M}{2}, & k = 0; \\
\frac{M}{4}, & k = 1, M - 1; \\
0, & \text{otherwise}.
\end{cases} \]  
(64)
For this case, \( e_4(k) = 0 \) because no multiplications are needed during windowing. Only left bit-shifting and addition are performed. For this example, some intermediate equations in the previous section can be simplified. In Appendix B, we list these intermediate equations and briefly discuss the \( m_i \) and \( \sigma_i^2 \) to be used in computing the roundoff noise-to-signal ratio \( V \).

Let \( X_* \) be the output signal of the triple summation block before truncating "a" bits in Fig. 3. The dynamic range of \( X_* \) for the signal-plus-noise case is much larger than that for the noise-only case. Therefore, it is judicious to make "a" adaptive. The following approach for determining \( a \) is assumed.

Let \( q \) be the number of bits of \( X_* \), i.e.,

\[
q = \left[ \log_2 X_* \right]^* \tag{65}
\]

where \([x]^*\) denotes the smallest integer larger than \( x \). The value \( a \) is determined as follows:

\[
a(q) = \begin{cases} 
q - n_{\text{max}}, & \text{if } q - n_{\text{max}} \geq a_{\text{min}}; \\
2^a_{\text{min}}, & \text{otherwise},
\end{cases} \tag{66}
\]

where \( n_{\text{max}} \) is the maximum number of bits for \( y_j \) after "a" bits truncation, and \( a_{\text{min}} \) is the minimum value of "a". Note that "a" is a function of \( q \). Let

\[
q_* = \left[ \log_2 E[X_*] \right]^* \tag{67}
\]

One can also show that \( \text{Var}^{1/2}[X_*]/E[X_*] \ll 1/2 \), which implies \( q \) will take the value \( q_* \) with very high probability. The value "a" for the theoretical calculation is chosen to be the value for \( q = q_* \) in (66).

We performed computer simulations for this example to validate the theoretical results derived in the previous section. The realization of the DDP in Fig. 2 with finite word length was simulated by a digital computer. The ideal DDP with infinite word length cannot be simulated with a finite-word-length digital computer. Therefore, the "pseudoideal" DDP was simulated by a digital computer with floating-point arithmetic. Of course, all the digital numbers in the "pseudoideal" DDP have many more bits than in the realization of the DDP with finite word length. We then generated a set of Gaussian random sequences as input to the simulated DDP to get \( \tilde{P}_R \) as well as to input to a "pseudoideal" DDP to get \( \tilde{P}_R \). We then computed the statistical mean square value of the roundoff error \( e = \tilde{P}_R - P_R \), and then use (61) and (62) to calculate the roundoff noise-to-signal ratio \( V \). In the following simulations, \( k_R = k_S = 32 \), \( N_{\text{PN}} = 4 \), and \( n_{\text{max}} = 12 \). Only the parameters \( b, b_1, N_{\text{PS}}, l, \) and \( a_{\text{min}} \) were varied.

Table II shows the analytical and simulated results for three cases with \( l = 2 \), \( a_{\text{min}} = 6 \). In the first case, shown in Table II(a), we used the parameters \( N_{\text{PS}} = 25, b_1 = 7 \), and \( b = 7 \); and the second case, shown in Table II(b), we used \( N_{\text{PS}} = 4, b_1 = 5 \), and \( b = 9 \). For the third case, shown in Table II(c), we used \( N_{\text{PS}} = 4, b_1 = 7 \), and \( b = 7 \). From Table II, we can see that our predicted results agree well with our simulation results. Note that \( V \) is larger for smaller SNR for all three cases. The results in Table II(a) are very similar to those in Table II(c). This implies that roundoff noise-to-signal ratio is not sensitive to \( N_{\text{PS}} \). The insensitivity to \( N_{\text{PS}} \) can also be directly predicted by (54), (57), (61), (62), and (7) by noting that the numerator and the denominator of (54) have the same order of \( N_{\text{PS}} \). On the other hand, the results in Table II(b), which are much larger than those in Table II(c), imply that roundoff noise-to-signal ratio is very sensitive to the number of A/D bits. Note, from Table II(b) and (c), that the roundoff noise-to-signal ratio reduction is about 6 dB for a 2 bit increase in the A/D conversion. In other words, the roundoff noise-to-signal ratio reduction is about 3 dB per A/D bit. This will be considered further below.

For the set of cases shown in Table III we used \( N_{\text{PS}} = 4, b_1 = 7 \). We show the analytical results for various values of \( l \) and \( a_{\text{min}} \). From this table, it is observed that the effects of roundoff noise are the same for constant \( l + a_{\text{min}} \). We can see that \( V \) increases as \( l \) increases. This follows intuition.

We have observed that the reduction of roundoff noise-to-signal is about 3 dB per A/D bit in Table II(b) and (c). We now consider additional analytical predictions for this case. The roundoff noise-to-signal ratios for \( b_1 = 4, 5, 6, 7, 8, \) and 9 are shown in Table IV. The 3 dB per A/D bit in the reduction of roundoff noise-to-signal ratio can be seen for the values of \( b_1 \) between 4-6. However, the reduction in the roundoff noise-to-signal ratio is different for cases \( b_1 = 6, \) through 9. While the reduction in the roundoff noise-to-signal ratio between \( b_1 = 6 \) and \( b_1 = 7 \) is about 2.6 dB, the reduction in the roundoff noise-to-signal ratio between \( b_1 = 7 \) and \( b_1 = 8 \) is about 1.9 dB. The reduction in the roundoff noise-to-signal ratio between \( b_1 = 8 \) and \( b_1 = 9 \) is only 0.9 dB. The amount of the reduction in \( V \) per bit decreases as the number of the A/D bits \( \{b_1\} \) increases. The roundoff noise generated by the A/D conversion dominates \( V \) for small \( b_1 \). As the number of A/D bits increases, the A/D noise decreases until it no longer dominates \( V \).

<table>
<thead>
<tr>
<th>( SNR ) (db)</th>
<th>( q )</th>
<th>( q^* )</th>
<th>( \text{Analytical results} )</th>
<th>( \text{Simulation results} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20</td>
<td>8.04</td>
<td>8.04</td>
<td>7.89</td>
<td>7.89</td>
</tr>
<tr>
<td>-15</td>
<td>7.66</td>
<td>7.66</td>
<td>7.36</td>
<td>7.36</td>
</tr>
<tr>
<td>-10</td>
<td>5.57</td>
<td>5.53</td>
<td>5.98</td>
<td>5.98</td>
</tr>
<tr>
<td>-5</td>
<td>2.37</td>
<td>2.15</td>
<td>2.95</td>
<td>2.95</td>
</tr>
<tr>
<td>0</td>
<td>0.82</td>
<td>0.75</td>
<td>1.17</td>
<td>1.17</td>
</tr>
<tr>
<td>5</td>
<td>0.29</td>
<td>1.82</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>10</td>
<td>0.12</td>
<td>0.88</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>15</td>
<td>0.06</td>
<td>0.46</td>
<td>0.13</td>
<td>0.13</td>
</tr>
</tbody>
</table>

\( q \) Analytical results \hspace{1cm} \( \text{Simulation results} \)
TABLE III
ANALYTICAL RESULTS FOR \( N_p = 4, b_1 = b = 7, \) and VARIOUS VALUES OF \( \lambda \) AND \( a_m \)

<table>
<thead>
<tr>
<th>( a_m )</th>
<th>( \lambda )</th>
<th>( \text{SNR} ) (dB)</th>
<th>( V ) (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>-20</td>
<td>28.82</td>
<td>6.041</td>
</tr>
<tr>
<td>4</td>
<td>-15</td>
<td>20.27</td>
<td>4.212</td>
</tr>
<tr>
<td>2</td>
<td>-10</td>
<td>11.45</td>
<td>3.078</td>
</tr>
<tr>
<td>0</td>
<td>-5</td>
<td>6.277</td>
<td>1.636</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>5.051</td>
<td>0.876</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>0.510</td>
<td>0.071</td>
</tr>
</tbody>
</table>

TABLE IV
ANALYTICAL RESULTS FOR \( l = 2, a_m = 6, N_p = 4, b_1 = b = 14 - b_1, \) and VARIOUS VALUES OF \( b_1 \)

<table>
<thead>
<tr>
<th>( b_1 )</th>
<th>( \text{SNR} ) (dB)</th>
<th>( V ) (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-20</td>
<td>28.82</td>
</tr>
<tr>
<td>4</td>
<td>-15</td>
<td>20.27</td>
</tr>
<tr>
<td>3</td>
<td>-10</td>
<td>11.45</td>
</tr>
<tr>
<td>2</td>
<td>-5</td>
<td>6.277</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>5.051</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>0.510</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>0.259</td>
</tr>
</tbody>
</table>

VI. DISCUSSION AND CONCLUSIONS

In this paper, we have presented a roundoff noise analysis for DSPs using Welch's power spectrum estimation based on reasonable assumptions for the signal and quantization error models. Overflow is assumed to be negligible in our analysis. Instead of providing an extremely complicated equation for computing the roundoff noise-to-signal ratio \( V \) in the measurement of signal power \( P_R \), we have derived a set of equations that can be used to compute \( V \).

As mentioned in Section II, the practical implementation of a digital signal processor is driven not only by the roundoff noise level but also by the dynamic range at each stage of processing. The digital processor may incur some untractable nonlinear effect if overflow occurs. One can compute the mean and variance of the signal at each stage to compute the probability of occurrence of overflow. Then one can also determine the dynamic range needed in each stage to make this probability small. To prevent overflow, many bits at each stage of processing are preferred. Since the number of bits at each stage determines hardware complexity, discarding some least significant bits would make the hardware implementation more feasible. However, the value of \( V \) depends on the number of bits used in each stage. By computing \( V \) for a hardware design, one can observe if the performance of this design is satisfactory. From the simulation example presented in Section V which supports our analytical results, one can see that \( V \) is more sensitive to certain parameters than others and that \( V \) may be the same for some combinations of parameters. The derived results have been used to minimize the hardware complexity of the DDP for NSCAT, which we will report in a separate paper.

Fixed-point arithmetic is assumed in this paper. The results for the floating-point arithmetic can be similarly obtained. We believe that the roundoff analysis presented in this paper will be helpful in designing other digital signal processors for estimating signal power.

APPENDIX A
COVARIANCES ASSOCIATED WITH \( f_4^{(1)}(k) \) AND \( f_4^{(1)}(k) \)

In this appendix, we show that

\[
G_{\lambda}(k_1, k_2) = E[f_4^{(1)}(k_1) f_4^{(1)}(k_2)]
\]

and

\[
G_{\lambda}(k_1, k_2) = E[f_4^{(1)}(k_1) f_4^{(1)}(k_2)]
\]

where \( G_{\lambda}(k_1, k_2) \) and \( G_{\lambda}(k_1, k_2) \) are defined as follows.

1) Signal-Plus-Noise Case:

\[
G_{\lambda}(k_1, k_2) = \left( \frac{2b_1 + b + d_1 + d_2}{\lambda M L} \right)^2 \left( \frac{P_R}{2 B_T} \right) \text{Re} \{L_{\lambda}(k_1, k_2)\}
\]

and

\[
G_{\lambda}(k_1, k_2) = \left( \frac{2b_1 + b + d_1 + d_2}{\lambda M L} \right)^2 \left( \frac{P_R}{2 B_T} \right) \text{Im} \{L_{\lambda}(k_1, k_2)\}
\]

where

\[
L_{\lambda}(k_1, k_2) = \left[ \frac{1}{\text{SNR}} W_N(i - r, k_1 - k_2) \right] \exp \left\{ j2\pi k_2(i - r) D/M \right\}
\]

2) Noise-Only Case:

\[
G_{\lambda}(k_1, k_2) = \left( \frac{2b_1 + b + d_1 + d_2}{\lambda M L} \right)^2 \left( \frac{P_R}{2 T} \right) \text{Re} \{W_N(i - r, k_1 - k_2)\}
\]

\[
G_{\lambda}(k_1, k_2) = \left( \frac{2b_1 + b + d_1 + d_2}{\lambda M L} \right)^2 \left( \frac{P_R}{2 T} \right) \text{Im} \{W_N(i - r, k_1 - k_2)\}
\]

Proof:

Case I: Signal-Plus-Noise Case: In [1], we express...
ROUND OFF NOISE ANALYSIS FOR DSPP


g \frac{_{h_1 + b + d_1 + d_2}}{MC_i} \text{Re} \left[ X_{im}(\omega) + X_{m}(\omega) \right] \quad (A8)

and

f_{4}^{(i)}(\omega) = \frac{_{h_1 + b + d_1 + d_2}}{MC_i} \text{Im} \left[ X_{im}(\omega) + X_{m}(\omega) \right] \quad (A9)

where \( X_{im}(\omega) \) and \( X_{m}(\omega) \) are the Fourier transforms of \( s_i(m) \gamma_i(m) \) and \( n_i(m)w_s(m) \), respectively, and \( s_i(m) \) and \( n_i(m) \) are defined as

\[
n_i(m) = n(m + (i - 1)D) \quad (A10)
\]

and

\[
s_i(m) = s(m + (i - 1)D) \quad (A11)
\]

Note that \( s(m) \) is the true input signal.

Let

\[
I_i(\omega) = 2 \text{Re} \left[ X_{im}(\omega) + X_{m}(\omega) \right] = \left[ X_{im}(\omega) + X_{m}^*(\omega) \right] + \left[ X_{m}(\omega) + X_{m}^*(\omega) \right]. \quad (A12)
\]

Then, from (1) we have

\[
\text{Cov} \left\{ I_i(\omega_1), I_i(\omega_2) \right\} = 2E \left\{ \text{Re} \left[ X_{im}(\omega_1) X_{m}(\omega_2) + X_{m}(\omega_1) X_{m}^*(\omega_2) \right] + \text{Re} \left[ X_{m}(\omega_1) X_{m}(\omega_2) + X_{m}(\omega_1) X_{m}^*(\omega_2) \right] \right\}
\]

\[
= \frac{2P_R}{B_sT} \text{Re} \left\{ \Gamma_{ir}(\omega_1 - \omega_2) \exp \left\{ j\omega_2(i - r)D \right\} \right\} + \frac{2b'}{T} \text{Re} \left\{ W_s(i - r, \omega_1 - \omega_2) \exp \left\{ j\omega_2(i - r)D \right\} \right\}
\]

\[
= \frac{2P_R}{B_sT} \text{Re} \left\{ L_{ir}(\omega_1, \omega_2) \right\}. \quad (A13)
\]

Therefore, from (A8), (A12), and (A13), we have

\[
\text{Cov} \left\{ I_i(\omega_1), I_i(\omega_2) \right\} = -E \left\{ f_{4}^{(i)}(k_1) f_{4}^{(i)}(k_2) \right\} = G_{ir}(k_1, k_2). \quad (A14)
\]

Let

\[
J_i(\omega) = 2 \text{Im} \left[ X_{im}(\omega) + X_{m}(\omega) \right]
\]

\[
= \left( \frac{1}{j} \right) \left[ X_{im}(\omega) - X_{m}^*(\omega) \right] + \left( \frac{1}{j} \right) \left[ X_{m}(\omega) - X_{m}^*(\omega) \right] \quad (A15)
\]

\[
\phi_k(k) = \phi_k(k) = \sigma^2 \phi_m(k). \quad (B2)
\]
Without showing tedious mathematical manipulations, we simply show the result for \( E[h_7] \) and \( \text{Var}[h_7] \) as follows:

\[
E[h_7] = 2^{-a} [N_{PS} k_s (2^{-i+2} 3 \sigma^2 + m_6)] + m_7
\]

and

\[
\text{Var}[h_7] = N_{PS} 2^{-2i-2a+3} \sigma^2 \\
\quad \times \left[ \sum_{i=1}^{k_s} (35 \sigma^2 + 6 \phi^{(i)}(0)) \\
\quad - 8 \phi^{(i)}(1) + 2 \phi^{(i)}(2) \right] k_s \\
\quad - (18 \sigma^2 - 8 \phi^{(i)}(1) + 4 \phi^{(i)}(2)) \\
\quad + 2^{-2a} N_{PS} k_s \sigma^2 m_6 + \sigma^2
\]

for the signal-plus-noise case. The computation for round-off noise-to-signal ratio \( V \) is trivial after \( E[h_7] \) and \( \text{Var}[h_7] \) are obtained.

Before continuing we have to determine the roundoff-dependent \( m_i \) and \( \sigma^2_i \). Assume that a two's complement integer representation is used with bit truncation rather than rounding. Furthermore, assume that \( e_i \)'s, for \( i \neq 2 \), are uniformly distributed. One can show that a truncation error \( e \), with the uniform distribution, has mean \( m_e \) and variance \( \sigma^2_e \):

\[
m_e = \begin{cases} 
-\frac{1}{2}, & \text{if } t = 1; \\
-\frac{1}{4}, & \text{if } t = 2; \\
-\frac{1}{2}, & \text{if } t \geq 3; 
\end{cases}
\]

and

\[
\sigma^2_e = \begin{cases} 
\frac{1}{16}, & \text{if } t = 1; \\
\frac{1}{64}, & \text{if } t = 2; \\
\frac{1}{12}, & \text{if } t \geq 3; 
\end{cases}
\]

where \( t \) is the number of bits truncated. Thus, \( m_i = m_e \) and \( \sigma^2_i = \sigma^2_e \) for \( i = 1, 6, \) and 7. The mean and variance of \( e_i \) depend on the implementation of FFT. Assume that the FFT is implemented by decimation-in-frequency method with a bit-shifted to the right before FFT butterfly calculation. Then \( m_2 = -0.5 \) and \( E[e^2_e + e^2_i] = 2.06 \) which are consistent with [7]. Therefore, \( \sigma^2_2 = 1.56 \) and \( \sigma^2 \) [see (15)] is

\[
\sigma^2 = \frac{2^{2b+1}}{M} \frac{1}{12} + 1.56.
\]
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