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Abstract—In this first of two papers, we develop a parametric model for near-surface mesoscale wind fields suitable for use in a model-based approach (described in Part II [26]) to simultaneously estimate the wind field over a large region of the scatterometer measurement swath from measurements of the radar backscatter of the ocean’s surface. In this paper we describe the assumptions made in developing the model and evaluate the accuracy of the resulting model. The model is based only on scatterometer data and is computationally tractable, consisting of a linear equation relating the near-surface wind field to a vector of model parameters which is estimated from the scatterometer measurements. We consider tradeoffs in the accuracy of the model and the number of unknown parameters. While we have developed our wind field model expressly for wind field estimation from scatterometer measurements, it is our hope that these results will prove helpful in other research areas.

I. INTRODUCTION

LAUNCHED IN 1978, THE NASA-sponsored experimental satellite known as SEASAT demonstrated, among other things, that winds over the ocean could be measured from space using a wind scatterometer [7], [12], [25]. The scatterometer measures the wind-dependent radar backscatter of the ocean’s surface from which the speed and direction of the wind over the ocean’s surface can be inferred.

In this paper we introduce a parametric descriptive model for near-surface mesoscale wind fields over the ocean that is suitable for use in a new estimation-theory-based approach to estimating the wind vector field from spaceborne scatterometer measurements. Our approach, described in Part II [26], uses this model for the underlying wind field. The scatterometer measurements are used to estimate the parameters of the wind field model, and then the wind field estimate is computed using the estimated model parameters. This approach is fundamentally different from the traditional point-wise approach to wind field estimation and yields more accurate estimates of the wind field. Our companion paper describes the model-based estimation approach and provides a comparison of the model-based and traditional point-wise approaches to wind field estimation.

In this paper we first describe our requirements for the wind field model, and then present the assumptions used to derive our very simple descriptive wind field model which represents near-surface mesoscale wind fields. This is followed by the mathematical development of the wind field model. Various modeling options are then explored and, finally, the ability of the resulting model to describe "realistic" near-surface mesoscale wind fields is evaluated.

II. MODEL-BASED WIND FIELD ESTIMATION

For a model-based wind field estimation we need a mathematical model for describing and/or representing the wind field. This model must be capable of representing near-surface mesoscale wind fields to the desired accuracy. Since other data sources are not always available, we require that the model be based only on scatterometer data. To be useful for wind field estimation, the wind field model must be computationally tractable and lend itself to a model parameter estimation formulation [14], [18]. Note that the model does not necessarily have to be based on time-dependent atmospheric dynamics, since the model is used only for describing a snapshot of the near-surface wind field and not for propagating winds.

In this paper we present a particularly simple wind field model which is based on the geostrophic equation and simplistic assumptions regarding the divergence and curl of the horizontal wind field. While our final model does introduce some wind field smoothing, this smoothing can be controlled by the selection of the model order. We show that this model is adequate for use in wind field estimation from scatterometer measurements. As part of our continuing research we are investigating more sophisticated models.

The role of the wind field model in model-based wind field estimation is to provide a description of the wind field over the scatterometer measurement swath at a fixed instant of time and at a resolution of from 25 to 50 km.
This corresponds to the scatterometer sampling resolution. We note that the scatterometer measurements of the radar backscatter are "averages" over the resolution "cells" of 25 to 50 km on a similarly spaced sample grid [6]. Thus the scatterometer measurements can only provide "smoothed" measurements of the wind field. On this basis we implicitly assume "mean field" approximation techniques in our wind field model development; our wind field model will be applicable for smoothed, sampled wind fields at the scatterometer resolution. To simplify matters we restrict our attention to limited-area regions with a maximum spatial extent of approximately 600 km (corresponding to the maximum scatterometer swath width for the planned NASA Scatterometer [NSCAT] [13]). For reference, Fig. 1 illustrates a typical region of interest within the NSCAT measurement swath.

Based on experience with the SEASAT scatterometer data, the Satellite Surface Stress (SST) working group [21] recommended wind estimate accuracy requirements for use in the next generation of scatterometers. Their requirements are summarized in Table I. Based on these requirements and the performance of the model-based wind estimation approach presented in Part II [26], only relatively mild requirements are needed on the accuracy of the wind field model. For example, an acceptable root-mean-square (rms) wind direction modeling error of <6° and an rms wind speed error of <7.5% over the region are considered acceptable for use in scatterometer wind estimation. These mild requirements permit us to use a very simple parametric wind field model, one with only a small number of parameters. This simplifies the use of the model in the wind field estimation process.

III. WIND FIELD MODEL ASSUMPTIONS

At the scatterometer resolution of 25 to 50 km, the atmosphere can be considered to be essentially two-di-
mensional [23]. The scatterometer provides indirect measurements of the neutral stability near-surface wind at 19.5 m. Denote this near-surface horizontal wind field of interest by \( U = (u, v) \). We are interested in a mathematical model which provides a reasonably accurate description of \( U \) over a (limited-area) region \( \mathcal{L} \). The vorticity \( \zeta \) and divergence \( \delta \) of \( U \) are defined as

\[
\zeta = k \cdot \nabla \times U \tag{1}
\]

\[
\delta = \nabla \cdot U. \tag{2}
\]

Following Lynch [17] and using the Helmholtz theorem, \( U \) may be defined by a stream function \( \psi \) and velocity potential \( \chi \), according to

\[
U = k \times \nabla \psi + \nabla \chi \tag{3}
\]

where \( k \times \nabla \psi \) is a nondivergent vector field and \( \nabla \chi \) is a curl-free vector field [1].

Taking the divergence and curl, respectively, of (3), we obtain Poisson equations for \( \psi \) and \( \chi \) [17]:

\[
\nabla^2 \psi = \zeta \tag{4}
\]

\[
\nabla^2 \chi = \delta. \tag{5}
\]

These equations appear in the classic problems of partitioning a given wind field into its rotational and nondivergent components and reconstructing a wind field from specified vorticity and divergence [1], [17]. For this latter problem, Lynch [17] argues that the reconstruction is not unique over a limited domain; an arbitrary harmonic function may be added to \( \chi \), provided that \( \psi \) is also altered, to produce the same wind field. From this he concludes that the boundary values of \( \chi \) may be set arbitrarily. He shows that setting the boundary values of \( \chi \) to zero minimizes the divergent component of the kinetic energy. Choosing \( \chi = 0 \) on the boundary ensures a unique reconstruction of the wind field. Note, however, that this is not equivalent to assuming that the divergence is zero along the region boundary.

Based on this line of reasoning, our first modeling assumption is to assume that \( \chi = 0 \) on the boundary of \( \mathcal{L} \), which corresponds to assuming that the wind field has a minimum of divergent kinetic energy. Assuming that \( \chi = 0 \) on the boundary, (4) and (5), the vorticity and divergence fields, and the boundary conditions for \( \psi \) are sufficient for describing the wind vector field.

To obtain simple boundary conditions we make a second major modeling assumption by attributing \( \psi \) to geostrophic motion. This second assumption is that the streamfunction \( \psi \) is proportional to the geostrophic pres-
sure field $p$; i.e.,

$$\psi = \frac{1}{\rho_f} p$$

(6)

where $\rho_f$ is the density and $f$ is the Coriolis parameter [23]. This represents a departure from Lynch’s [17] direct method for reconstructing a wind field from the normal velocity component along the boundary and the vorticity and divergence fields. Our approach allows further simplification of the model at a later step.

Note that in a strictly geostrophic formulation the wind field would be nondivergent and $\chi$ would be identically zero [23]. Mesoscale winds, however, may exhibit non-zero divergence; hence we adopt a more general formulation in which $\chi$ is not set to zero. Instead, $\chi$ is attributed to the ageostrophic component of the wind. This generalization allows us to apply the model to mesoscale wind fields that depart from strict geostrophy. Inclusion of the ageostrophic flow permits the model to span a wider space in describing the wind field, including fronts. Note that in applying the wind field model, $\psi$ and $\chi$ will be determined from the observed wind field.

By making our second modeling assumption we are able to specify the boundary values for (4) and (5) in terms of the geostrophic pressure field. This avoids the difficulties of using velocity boundary conditions that may yield an overdetermined system (see the discussion by Lynch [17]).

Our third modeling assumption is that, over our region of interest $\mathcal{L}$, $\rho_f f$ is essentially constant (i.e., an $f$-plane approximation [23]); we do this to simplify the mathematics. We can then normalize the pressure field by $\rho_f f$ so that $\psi = p$. Doing this, (3) can be written in component form as

$$u = -\frac{\partial p}{\partial y} + \frac{\partial \chi}{\partial x}$$

(7)

$$v = \frac{\partial p}{\partial x} + \frac{\partial \chi}{\partial y}.$$  

(8)

These two equations, along with (4) (in which $\psi = p$) and (5), form the basis of our wind field model.

To complete the wind field model, descriptions of the vorticity and divergence fields are needed. Our fourth and final modeling assumption is that the vorticity and divergence fields are relatively smooth at the scatterometer sampling resolution and vary relatively slowly over the region of interest $\mathcal{L}$; hence the vorticity and divergence fields can be modeled using only a small number of unknowns. This appears to be consistent with the limited data available [4], [5], [22]. We should point out that since the scatterometer inherently produces “smoothed” measurements of the wind, the corresponding vorticity and divergence fields can be expected to be “smooth.”

Lacking a widely accepted model for the vorticity and divergence fields at the desired resolution, we have adopted a parameterization approach to modeling these fields. We have considered a number of different parameterizations of the vorticity and divergence fields [16] and have found that for our application (wind estimation from wind scatterometer measurements), bivariate polynomial approximations for these fields result in adequate accuracy; i.e.,

$$\xi(x, y) \approx \sum_{m=0}^{M_C} \sum_{n=0}^{M_C} c_{m,n} x^m y^n$$

(9)

$$\delta(x, y) \approx \sum_{m=0}^{M_D} \sum_{n=0}^{M_D} d_{m,n} x^m y^n$$

(10)

where $M_C$ and $M_D$ are the model orders and $c_{m,n}$ and $d_{m,n}$ are vorticity and divergence coefficients. Note that only the values of the vorticity and divergence polynomials at the scatterometer sample points are needed, and that the coefficients of these polynomials will be derived from the observed wind fields.

While the use of bivariate polynomials to model the vorticity and divergence fields is not physically based, this approach is simple and allows for tradeoffs in the model accuracy and number of unknowns. This approach also directly provides the vorticity and divergence of the measured wind fields as well as permit us to control the geostrophy of the resulting wind fields. We have found, based on the results presented below, that $M_C = M_D = 2$ is adequate for wind estimation from scatterometer measurements. However, more sophisticated models can be used. We are continuing to investigate alternative models for the vorticity and divergence fields.

IV. MODEL DEVELOPMENT

To further develop our simple wind field model for the purposes of wind field estimation from scatterometer measurements, we discretize (4), (5), and (7)–(10) on an $N \times N$ equally spaced grid with spacing $h$ over the region $\mathcal{L}$. For our purposes the value of $h$ is selected to correspond to the 25–50-km sampling resolution of the wind scatterometer. The swath is segmented into abutting along-track regions (see Fig. 1). In the case of NSCAT, $N = 24$ and $h = 25$ km will cover the entire left or right swath width [6], [13]. By further segmenting the swath into adjacent cross-track regions, $N$ may be chosen to be less than 24. In this case, the $Nh \times Nh$ dimensions of the region $\mathcal{L}$ are reduced. We have found that choosing $N = 8$ or 12 provides a good tradeoff between the number of unknowns in the model and the model’s accuracy.

The discretization of (4), (5), and (7)–(10) is stable and will converge, assuming that the boundary conditions of the pressure field are bounded and have bounded higher-order derivatives [20].

We will show below that a simple linear equation can be used to relate the wind vector field at the sample points to the boundary conditions for $\psi$ (i.e., the geostrophic pressure field along the region boundary) and the parameters of the vorticity and divergence field models.
Applying the first-order difference approximations [19],

\[
\frac{\partial}{\partial x} a(x) \bigg|_{x=ih} \approx \frac{1}{h} \left[ a(x_i) - a(x_{i-1}) \right]
\]  

(11)

\[
\frac{\partial^2}{\partial x^2} a(x) \bigg|_{x=ih} \approx \frac{1}{h^2} \left[ a(x_{i+1}) - 2a(x_i) + a(x_{i-1}) \right]
\]  

(12)

to (4), (5), (7), and (8) and scaling by the discretization interval \( h \), we obtain the following finite-difference equation (FDE) system:

\[
u(x_i, y_j) = -\left[ p(x_i, y_j) - p(x_i, y_{j-1}) \right] + \left[ \chi(x_i, y_j) - \chi(x_{i-1}, y_j) \right]
\]

(13)

\[
u(x_i, y_j) = \left[ p(x_i, y_j) - p(x_{i-1}, y_j) \right] + \left[ \chi(x_i, y_j) - \chi(x_{i-1}, y_j) \right]
\]

(14)

\[
\zeta(x_i, y_j) = p(x_{i+1}, y_j) + p(x_{i-1}, y_j) + p(x_i, y_j)
\]

\[
+ p(x_i, y_{j-1}) - 4p(x_i, y_j)
\]

(15)

\[
\delta(x_i, y_j) = \chi(x_{i+1}, y_j) + \chi(x_{i-1}, y_j) + \chi(x_i, y_{j+1}) + \chi(x_i, y_{j-1})
\]

\[
- 4\chi(x_i, y_j)
\]

(16)

where \( i = 1, \cdots, N \) and \( j = 1, \cdots, N \), and where, for convenience, \( \zeta(x_i, y_j) \) and \( \delta(x_i, y_j) \) have been scaled by an additional factor of \( h \). The boundary conditions for the \( p \) field are the geostrophic pressure field \( p(x_0, y_j) \) and \( p(x_N, y_j) \) for \( j = 1, \cdots, N \) and \( p(x_i, y_0) \) and \( p(x_i, y_N) \) for \( i = 1, \cdots, N \) (refer to Fig. 2). The boundary conditions of the \( \chi \) field are assumed to be zero.

For notational simplicity we write the discretized streamfunction (pressure field) \( p(x_i, y_j) \) as \( p_{i,j} \), where \( x_i = ih \) and \( y_j = jh \). A similar notation will be used for the velocity, vorticity, divergence, and potential velocity fields.

Collecting the finite-difference equations for the streamfunction and potential velocity fields at each point of the square lattice covering \( \Sigma \), (15) and (16) can be written as two matrix equations; i.e.,

\[
QP + PQ = \frac{1}{2}B + \frac{1}{2}C
\]

(17)

\[
QS + SQ = D
\]

(18)

where \( P, S, C, \) and \( D \) are \( N \times N \) matrices with elements \( p_{i,j}, x_{i,j}, \delta_{i,j}, \) and \( b_{i,j} \), respectively; \( Q \) is an \( N \times N \) tridiagonal, symmetric, Toeplitz matrix with elements \( q_{i,j} \), where,

\[
q_{i,j} = \begin{cases} 
\frac{1}{2}, & \text{if } i = j \\
-\frac{1}{4}, & \text{if } |i-j| = 1 \\
0, & \text{otherwise}
\end{cases}
\]

(19)

and \( B \) is a matrix containing only the \( p \) field boundary values (the geostrophic pressure field \( p \) along the boundary). For later convenience we decompose \( B \) into \( 3N \times N \) matrices:

\[
B = B'' + B'' + B''
\]

(20)

where the elements of each matrix are

\[
b_{i,j}'' = \begin{cases} 
\rho_{i,0}, & \text{if } i = 1, j = 1, \cdots, N \\
0, & \text{otherwise}
\end{cases}
\]

(21)

\[
b_{i,j}'' = \begin{cases} 
\rho_{0,j}, & \text{if } i = 1, j = 1, \cdots, N \\
0, & \text{otherwise}
\end{cases}
\]

(22)

\[
b_{i,j}'' = \begin{cases} 
\rho_{i,N+1}, & \text{if } i \leq N - 1 \text{ and } j = N \\
\rho_{N+1,j}, & \text{if } i = N \text{ and } 1 \leq j \leq N - 1 \\
\rho_{N,N+1} + \rho_{N+1,N}, & \text{if } i = N \text{ and } j = N \\
0, & \text{otherwise}
\end{cases}
\]

(23)

Using an overbar to denote an \( N^2 \times 1 \) vector of lexicographic-ordered (row order) elements of an \( N \times N \) matrix, (17) and (18) can be reexpressed as

\[
KP = \frac{1}{2}B + \frac{1}{4}C
\]

(24)

\[
KS = \frac{1}{2}D
\]

(25)

where \( I \) is the \( N \times N \) identity matrix, and

\[
K = I \bigotimes Q + Q \bigotimes I
\]

(26)

is an \( N^2 \times N^2 \) Toeplitz matrix, and \( \bigotimes \) is the Kronecker product [3], [11]. It can be shown that \( K \) is invertible and has a simple closed form [16].

Since \( K \) is invertible, (24) and (25) have the unique solutions:

\[
\overline{P} = \frac{1}{4}K^{-1}(B'' + \overline{C})
\]

(27)

\[
\overline{S} = \frac{1}{4}K^{-1}\overline{D}
\]

(28)
Starting with the first two equations of the FDE system, (13) and (14), reexpressed as

\[ u_{ij} = - (\psi_{i,j} - \psi_{i,j-1}) + (\chi_{i,j} - \chi_{i-1,j}) \]  
(29)

\[ v_{ij} = (\psi_{i,j} - \psi_{i-1,j}) + (\chi_{i,j} - \chi_{i,j-1}) \]  
(30)

where \( i = 1, \ldots, N \) and \( j = 1, \ldots, N \), we can relate the \( p \) and \( \chi \) fields to the velocity field. To write (29) and (30) in matrix form, let \( U \) and \( V \) be \( N \times N \) matrices with elements \( u_{ij} \) and \( v_{ij} \) respectively. These equations can then be written as

\[ U = [p(D_1 - I)^T + B^*] + (I - D_1)^T \]  
(31)

\[ V = [(I - D_1)p - B^*] - S(D_1 - I)^T \]  
(32)

where \( D_1 \) is an \( N \times N \) matrix with elements \( d_{1,1} \), which has a unity subdiagonal and is zero everywhere else; i.e.,

\[ d_{1,j} = \begin{cases} 1, & \text{if } j = i - 1 \\ 0, & \text{else} \end{cases} \]  
(33)

Using lexicographic-ordered vectors, (31) and (32) can be written as

\[ \bar{U} = [G\bar{P} + \bar{B}^*] + H\bar{S} \]  
(34)

\[ \bar{V} = [H\bar{P} - \bar{B}^*] - G\bar{S} \]  
(35)

where the \( N^2 \times N^2 \) matrices \( G \) and \( H \) are defined as

\[ G \overset{\Delta}{=} I \otimes [D_1 - I] \]  
(36)

\[ H \overset{\Delta}{=} [I - D_1] \otimes I. \]  
(37)

Both \( G \) and \( H \) are full rank and invertible [16].

Note that \( \bar{B}^* \) and \( \bar{B}^r \) are \( N^2 \) element vectors with a maximum of \( N \) nonzero elements, whereas \( \bar{B}^s \) is an \( N^2 \) element vector with a maximum of \( 2N - 1 \) nonzero elements. Consequently, there are a maximum of \( 4N - 1 \) nonzero parameters in the \( \bar{B}^s, \bar{B}^r, \) and \( \bar{B}^r \) vectors.

We note that the wind velocity is proportional to the partial derivatives (or, in this formulation, first-order differences) of the \( p \) and \( \chi \) fields. An arbitrary constant can be added to or subtracted from the \( p \) and \( \chi \) fields without affecting the results; hence a constant can be added to or subtracted from the boundary condition vectors. Since this additive constant is arbitrary and is unimportant, we can normalize the boundary condition vectors \( \bar{B}^s, \bar{B}^r, \) and \( \bar{B}^r \) so that the first element of each is zero. This effectively eliminates one nonzero parameter, reducing the number of nonzero parameters in \( \bar{B}^s, \bar{B}^r, \) and \( \bar{B}^r \) from \( 4N - 1 \) to \( 4N - 2 \).

Note also that the last element of \( \bar{B}^r \) is the sum of two boundary values \( p_{N,N+1} \) and \( p_{N+1,N} \); hence we do not need to separately identify these values, and so we need only identify the sum.

Substituting (27) and (28) into (34) and (35), we obtain

\[ \bar{U} = \frac{1}{2} \left[ GK^{-1}(\bar{B}^r + \bar{B}^s + \bar{C}) + (HK^{-1} + 4I)\bar{B}^r \right] \]

\[ + \frac{1}{4} HK^{-1} \bar{D} \]  
(38)

\[ \bar{V} = \frac{1}{2} \left[ HK^{-1}(\bar{B}^r + \bar{B}^r + \bar{C}) + (HK^{-1} - 4I)\bar{B}^r \right] \]

\[ - \frac{1}{4} GK^{-1} \bar{D} \]  
(39)

To write (38) and (39) as a single equation, observe that they have the general form:

\[ \bar{U} = iA(\bar{B}^r + \bar{C}) + z_{AB}^r + z_{AB}^s + z_{AD} \]  
(40)

\[ \bar{V} = iA(\bar{B}^r + \bar{C}) + z_{AB}^r + z_{AB}^s + z_{AD} \]  
(41)

where the \( z_{AB} \) matrices are defined as

\[ iA = \frac{1}{4} GK^{-1} \]  
(42)

\[ z_{AB}^r = \frac{1}{2} (HK^{-1} + 4I) \]  
(43)

\[ z_{AB}^s = \frac{1}{2} HK^{-1} \]  
(44)

\[ z_{AD} = \frac{1}{4} (HK^{-1} - 4I) \]  
(45)

Let \( \bar{X} \) be a \( 4N - 2 \) element vector of the nonzero elements of \( \bar{B}^r, \bar{B}^s, \) and \( \bar{B}^r \), where the \( n \)th element \( \bar{x}_n \) of \( \bar{X} \) is

\[ \bar{x}_n = \begin{cases} \bar{B}_{n+1}^r & 1 \leq n < N \\ \bar{B}_{n-N+1}^s & N \leq n < 2N \\ \bar{B}_{n-2N+1}^r & 2N \leq n < 3N \\ \bar{B}_{n-3N+1}^r & 3N \leq n \leq 4N - 2 \end{cases} \]  
(46)

Define the \( N^2 \) element vector \( \bar{W} \) as the concatenation of \( \bar{U} \) and \( \bar{V} \); i.e.,

\[ \bar{W} = \begin{bmatrix} \bar{U} \\ \bar{V} \end{bmatrix} \]  
(47)

Then the wind field model ((40) and (41)) can be expressed as the single equation:

\[ \bar{W} = F\bar{X} + R^c \bar{C} + R^d \bar{D} \]  
(48)

where \( F \) is a \( 2N^2 \times (4\bar{N} - 2) \) matrix and \( R^c \) and \( R^d \) are \( 2N^2 \times N^2 \) matrices. \( F, R^c, \) and \( R^d \) are composed of columns of the \( A \) matrices in (42) through (45).

For convenience in defining \( F \), we partition \( F \) into four rectangular submatrices,

\[ F = \begin{bmatrix} F_1 | F_2 | F_3 | F_4 \end{bmatrix} \]  
(49)

where the \( F_i \) matrices are defined as

\[ F_1 = \begin{bmatrix} A_1 & A_2 & \cdots & A_N \\ 4A_2 & 4A_3 & \cdots & 4A_N \end{bmatrix} \]  
(50)

\[ F_2 = \begin{bmatrix} 2A_1 & 2A_{N+1} & \cdots & 2A_{2N^2-N+1} \\ 3A_1 & 3A_{N+1} & \cdots & 3A_{2N^2-N+1} \end{bmatrix} \]  
(51)

\[ F_3 = \begin{bmatrix} 1A_N & 1A_{2N} & \cdots & 1A_{N^2} \\ 3A_N & 3A_{2N} & \cdots & 3A_{N^2} \end{bmatrix} \]  
(52)

\[ F_4 = \begin{bmatrix} 1A_{N^2-N+1} & 1A_{N^2-N+2} & \cdots & 1A_{N^2-1} \\ 3A_{N^2-N+1} & 3A_{N^2-N+2} & \cdots & 3A_{N^2-1} \end{bmatrix} \]  
(53)
where $\phi_i$ is the $i$th column of the $j$th $A$ matrix in (42) through (45). The matrices $F_1$ and $F_2$ are $2N^2 \times (N-1)$, while $F_2$ and $F_3$ are $2N^2 \times N$. The matrix $R^d$ is defined as

$$R^d = \begin{bmatrix} -1 \ A \\ 1 \ \ A \end{bmatrix}$$

whereas the matrix $R^d$ is defined as

$$R^d = \begin{bmatrix} 3 \ A \\ -1 \ A \end{bmatrix}.$$  

Equation (48) provides a single matrix-vector equation relating the wind field velocity components contained in the $2N^2$ element vector $\vec{W}$ to the $4N-2$ element boundary condition vector $\vec{X}$ and the $N^2$ element vorticity and divergence field vectors $\vec{C}$ and $\vec{D}$, respectively.

Note that (48) can be expressed as

$$\vec{W} = \vec{W}^b + \vec{W}^c + \vec{W}^d$$

where

$$\vec{W}^b \triangleq F\vec{X}$$

$$\vec{W}^c \triangleq R^c \vec{C}$$

$$\vec{W}^d \triangleq R^d \vec{D}.$$  

The wind field $\vec{W}$ can therefore be expressed as the sum of a field $\vec{W}^b$ which depends only on the boundary conditions in $\vec{X}$, a field $\vec{W}^c$ which depends only on the vorticity field in $\vec{C}$, and a field $\vec{W}^d$ which depends only on the divergence field in $\vec{D}$. Note that if we set $\vec{D}$ to be zero, we restrict the model to strictly geostrophic winds.

From our fourth modeling assumption we assume that the vorticity and divergence fields can be parameterized (or modeled) by a small number of unknown but deterministic parameters that are the coefficients of the bivariate polynomials in (9) and (10). Using this parameterization, the wind field model can then be formulated in terms of the boundary conditions on the $p$ field and the parameters of the vorticity and divergence field model.

The number of parameters in the vorticity and divergence field models are $N_r = (M_r + 1)(M_r + 2)/2$ and $N_d = (M_d + 1)(M_d + 2)/2$, respectively.

Using this polynomial parameterization for the vorticity and divergence fields, (48) can be written as

$$\vec{W} = F\vec{X} + \sum_{m=0}^{M_r} \sum_{n=0}^{M_r} c_{m,n}^c \delta_{m,n}^r \vec{Q}_{m,n}$$

$$+ \sum_{m=0}^{M_d} \sum_{n=0}^{M_d} d_{m,n}^d \vec{Q}_{m,n}$$

where the $k$th element $\delta^m_{m,n}$ of the $N^2$ element vector $\vec{Q}_{m,n}$ is

$$\delta_{m,n}^r = \left\lbrack \begin{array}{c} k \\ k \end{array} \right\rbrack^m + \left\lbrack \begin{array}{c} k \\ k \end{array} \right\rbrack^n$$

in which $\left\lbrack \begin{array}{c} k \\ k \end{array} \right\rbrack \triangleq \text{int} \left\lbrack \frac{(k - 1)}{N} \right\rbrack + 1$ and $\left\lbrack \begin{array}{c} k \\ k \end{array} \right\rbrack \triangleq \text{mod} \left( k - 1, N \right) + 1$. The constant vorticity or divergence case corresponds to $M_r = 0$ or $M_d = 0$, respectively. The case when the vorticity or divergence is assumed to be identically zero will be denoted by $M_r = -1$ or $M_d = -1$, respectively.

A simple special case occurs for $M_r = M_d = 1$; then,

$$\vec{c}_{i,j} = c_{0,0} + c_{1,0} i + c_{0,1} j$$

$$\vec{d}_{i,j} = d_{0,0} + d_{1,0} i + d_{0,1} j$$

so that (48) can be written as

$$\vec{W} = \vec{W}^b + \sum_{i=1}^{N} \sum_{j=1}^{N} \delta^c_{i,j} \vec{R}^c + \sum_{i=1}^{N} \sum_{j=1}^{N} \delta^d_{i,j} \vec{R}^d$$

$$+ \sum_{i=1}^{N} \sum_{j=1}^{N} \delta^c_{i,j} \vec{R}^c + \sum_{i=1}^{N} \sum_{j=1}^{N} \delta^d_{i,j} \vec{R}^d$$

where $\vec{R}^c$, $\vec{R}^d$, $\vec{R}^c_{x,t}$, $\vec{R}^d_{x,t}$, $\vec{R}^d_{x,t}$, and $\vec{R}^d_{x,t}$ are $2N^2$ vectors with elements $R^c_{x,t}$, $R^d_{x,t}$, $R^c_{x,t}$, $R^d_{x,t}$, $R^d_{x,t}$, and $R^d_{x,t}$ defined as

$$\vec{R}^c_x = \sum_{j=1}^{N} \sum_{j=1}^{N} r^c_{x,j} \delta_{j+(i-1)N}$$

$$\vec{R}^d_x = \sum_{j=1}^{N} \sum_{j=1}^{N} r^d_{x,j} \delta_{j+(i-1)N}$$

$$\vec{R}^c_y = \sum_{i=1}^{N} \sum_{i=1}^{N} r^c_{y,i} \delta_{i+(j-1)N}$$

$$\vec{R}^d_y = \sum_{i=1}^{N} \sum_{i=1}^{N} r^d_{y,i} \delta_{i+(j-1)N}$$

$$\vec{R}^d_{x,t} = \sum_{j=1}^{N} \sum_{j=1}^{N} r^d_{x,t,j} \delta_{j+(i-1)N}$$

$$\vec{R}^d_{x,t} = \sum_{i=1}^{N} \sum_{i=1}^{N} r^d_{x,t,i} \delta_{i+(j-1)N}$$

where $r^c_{x,j}$ and $r^c_{y,i}$ are the elements of $R^c$ and $R^d$, respectively.

To express (64) in a simple form, we define a new $4N + 4$ parameter vector $\vec{X}$, by augmenting $\vec{X}$ with $c_{0,0}$, $c_{1,0}$, $c_{0,1}$, $d_{0,0}$, $d_{1,0}$, and $d_{0,1}$; i.e.,

$$\vec{X} = \begin{bmatrix} \vec{X} \\ \tilde{c}_{0,0} \\ \tilde{c}_{1,0} \\ \tilde{c}_{0,1} \\ \tilde{d}_{0,0} \\ \tilde{d}_{1,0} \\ \tilde{d}_{0,1} \end{bmatrix}$$
and let the $2N^2 \times (4N + 4)$ matrix $F_i$ be the matrix created by column-augmenting the matrix $F$ with $R^c_i$, $R^d_i$, etc.; i.e.,

$$F_i = [F^T \mid R^c_i \mid R^d_i \mid R^c_i \mid R^d_i].$$  \hspace{1cm} (72)

Equation (64) can then be written as

$$\bar{W} = F_i \bar{X}. \hspace{1cm} (73)$$

It can be shown that the columns of $F$ are linearly independent [16]; hence $F$ is full rank. It follows from the definitions of $R^c$ and $R^d$ that the columns of $R^c$ and $R^d$ are linearly independent. We note that $R^c_d$, $R^d_1$, $R^c_1$, $R^d_i$, and $R^c_i$ are linearly independent of each other (for $N > 3$) and, further, that these vectors are independent of the columns of $F$. It follows that the columns of $F_i$ are linearly independent so that $F_i$ is full rank; hence there is a unique relationship between a given $\bar{W}$ and the parameters $\bar{X}_i$. Given $\bar{W}$, a least-squares estimate of $\bar{X}_i$ is

$$\bar{X}_i = F_i^+ \bar{W} \hspace{1cm} (74)$$

where $F_i^+$ is the generalized inverse of $F_i$. Since the system of equations is overdetermined, $F_i^+ = (F_i^T F_i)^{-1} F_i^T$.

The extension of this approach of augmenting the parameters of the vorticity and divergence field models to the boundary conditions for higher-order polynomial orders is straightforward [16].

V. PARAMETERIZING THE BOUNDARY CONDITIONS

For a given choice of $M_C$ and $M_D$, the final wind field model has the form of (73); the wind field is a simple linear function of the boundary conditions for $p$ and the parameters of the vorticity and divergence fields. This model is referred to as the normal boundary (NB) wind field model. We now consider a model option which reduces the number of unknowns in the model parameter vector.

Early in the testing of this wind field model it became apparent that, since the geostrophic pressure field sampled at the scatterometer resolution tends to be relatively smooth, the number of unknown boundary values can be reduced, at a cost of accuracy, by parameterizing the geostrophic pressure field around the region’s boundary. While not a required part of our wind field model, minimizing the number of unknown parameters in the model significantly reduces the CPU time required to determine the optimum model parameters when our model is applied to wind field estimation from wind scatterometer measurements.

Since the boundary is closed, the pressure field along the boundary will be periodic. We can parameterize the pressure $p$ as a one-dimensional function along the boundary of the region $\mathbb{L}$. We write the pressure field around the boundary as $p(l)$, where $l$ is related to the discretization grid indexes $i$ and $j$ clockwise around the boundary, according to

$$l = \begin{cases}
  j, & i = 0, 0 \leq j \leq N + 1, \\
  i + N + 1, & j = N + 1, 0 < i \leq N + 1, \\
  2N + 2 - j, & i = N + 1, 0 \leq j \leq N + 1, \\
  4N + 4 - i, & j = 0, 0 \leq i < N + 1.
\end{cases} \hspace{1cm} (75)$$

This formulation provides a one-to-one mapping from $l$ to the region’s boundary. Observe that $l$ runs from 0 to $4N + 4$.

Since $p(l)$ is relatively “smooth” and must be periodic, a low-order Fourier series representation is appropriate for it; i.e.,

$$p(l) = s_0 + \sum_{k=1}^{M_l/2} \left[ s_k \cos \frac{kl\pi}{2(N + 1)} + s_k \sin \frac{kl\pi}{2(N + 1)} \right] \hspace{1cm} (76)$$

where $M_l$ is the order of the pressure boundary condition model. We have examined other parameterizations [16]. We have already noted that an arbitrary constant can be added to the pressure field without affecting the model formulation so that we can ignore the $s_0$ term. This requires that we modify the definition of $F_i$ slightly to incorporate the boundary value $p_{0,1}$. Let $F_i'$ be the $2N^2 \times N$ rectangular matrix defined as

$$F_i' = \begin{bmatrix} \begin{array}{cccc} i A_1 & i A_2 & \cdots & i A_N \\ i A_1 & 4 A_2 & \cdots & 4 A_N \end{array} \end{bmatrix} = \begin{bmatrix} i A_1 \\ 4 A_1 \end{bmatrix}. \hspace{1cm} (77)$$

Let the $M_l$ element vector $\bar{Y}$ be defined as

$$\bar{Y} = \begin{bmatrix} s_1' \\ s_1' \\ s_2' \\ \vdots \\ s_{M_l/2}' \\ s_{M_l/2}' \end{bmatrix}. \hspace{1cm} (78)$$

Equations (40) and (41) can then be written as

$$\bar{W} = \bar{F} \bar{Y} + R^c C + R^d D \hspace{1cm} (79)$$

where $\bar{F}$ is a $2N^2 \times M_l$ rectangular matrix created from the $F_i'$ matrices and $F_i$. Let $f_{i,j}$ be the $(i,j)$th element of
and \((F_k)_{i,j}\) be the \((i,j)\)th element of the \(F_k\) matrix; then
\[
\begin{align*}
\sum_{k=1}^{N} (F_1)_{i,k} \cos jk/(2N + 2)\pi \\
+ \sum_{k=1}^{N} (F_2)_{i,k} \cos j(2 - k)/(2N + 2)\pi \\
+ \sum_{k=1}^{N} (F_3)_{i,k} \cos j(1 + k)/(2N + 2)\pi \\
+ \sum_{k=1}^{N} (F_4)_{i,k} \cos j(3 - k)/(2N + 2)\pi,
\end{align*}
\]
for \(j\) odd

\[
\sum_{k=1}^{N} (F_1)_{i,k} \sin jk/(2N + 2)\pi \\
+ \sum_{k=1}^{N} (F_2)_{i,k} \sin j(2 - k)/(2N + 2)\pi \\
+ \sum_{k=1}^{N} (F_3)_{i,k} \sin j(1 + k)/(2N + 2)\pi \\
+ \sum_{k=1}^{N} (F_4)_{i,k} \sin j(3 - k)/(2N + 2)\pi,
\]
for \(j\) even.

The final parameterized boundary condition (PBC) wind field model is created by augmenting \(\tilde{Y}\) with the parameters of the vorticity and divergence field model, as was previously done for the NB model.

VI. EVALUATING THE WIND FIELD MODEL

Both the NB and PBC wind field model options have the general form
\[
\bar{W} = F\bar{X}
\]  
(81)
where \(\bar{W}\) contains the components of the sampled wind field over the region \(\mathcal{L}\), \(F\) is a known constant matrix, and \(\bar{X}\) is the model parameter vector. We now consider how well these models can represent realistic wind fields for different orders of the vorticity and divergence field models and field size \(N\).

To evaluate the modeling error: (i) a least-squares fit of the model parameters to a real wind field was obtained; (ii) the resulting “model” wind field was computed from the model parameters; and (iii) the rms difference between the true field and model field was computed.

The sampled “true” wind field over \(\mathcal{L}\) is denoted by \(\bar{W}_t\). The least-squares fit \(\bar{X}\) of the model parameters to \(\bar{W}_t\) is
\[
\bar{X} = F^\dagger\bar{W}_t
\]  
(82)
where \(F^\dagger = (F^TF)^{-1}F^T\) is the pseudoinverse of \(F\). The wind field computed from the model parameter vector, denoted \(\bar{W}_m\), is
\[
\bar{W} = F\bar{X}.
\]  
(83)
The vector error between \(\bar{W}_t\) and \(\bar{W}_m\) is then
\[
\bar{W}_t - \bar{W} = (I - FF^\dagger)\bar{W}_t = (I - F(F^TF)^{-1}F^T)\bar{W}_t.
\]  
(84)
To illustrate the model performance, consider Figs. 3 and 4. A simulated (described below) mesoscale wind field, sampled at 25 km with \(N = 12\), is shown in Fig. 3. A vector length equal to the distance between samples corresponds to a wind speed of 15 m/s. The model parameter vector \(\bar{X}\) was computed using (82). The model wind field \(\bar{W}\) was then computed using (83) and is plotted in Fig. 4. For this example, the NB model was used with \(M_c = M_d = 2\). The rms differences between \(\bar{W}_t\) and \(\bar{W}\) are tabulated in Table II. In this and succeeding tables, the rms vector error is defined as the square root of the mean-squared magnitude of the vector difference between the true field and estimated field. The value shown is nor-
normalized by the rms vector magnitude of the true wind field. Similarly, the rms wind speed error has been normalized by the rms wind speed of the true wind field. Note the close agreement between the true and model wind fields. We note that for small values of $M_C$ and $M_D$, the model field will be a "smoothed" version of the true field. The amount of smoothing can be controlled by selection of the values of $M_C$ and $M_D$.

To evaluate our model formulation we have used simulated mesoscale wind fields, since little conventional mesoscale wind field data over the ocean are available. The test wind fields are the standard fields used to evaluate NSCAT performance [24]. They were generated by state-of-the-art numerical weather prediction models at 1.875° resolution. The surface wind fields were interpolated to 10 km and nondivergent small-scale variability with a $a k^{-2}$ spectrum. For a given $2000 \times 2000$ km region, the value of $a$ was selected to be consistent with the spectrum within the region (see [8]). The wind fields were selected to span a wide range of meteorological conditions, including fronts [24]. An example of a portion of one of the test fields is shown in Fig. 5. Regions of high vorticity and nonzero divergence are readily observable. The sampling interval is 80 km, with a vector length corresponding to the sampling distance equivalent to 15 m/s.

To evaluate the modeling error for a wind field model of size $N$, each wind field was segmented into $N \times N$ regions. For each region segment the model parameters were computed using the approach described above, and the model wind field was computed from the model parameters. The rms of the error between the true and model fields was computed over all possible regions within the original true wind field. The results for various model options are described below.

As a general rule for fixed $N$, as $M_C$ and $M_D$ are increased the modeling error is reduced. For given values of $M_C$ and $M_D$, as $N$ is increased the modeling error increases. Since the number of parameters is a function of $M_C$, $M_D$, and $N$, there is room for tradeoff between the number of model parameters and accuracy of the wind field model. We will be primarily interested in values of $N$ such as 8 or 12, which evenly divide the number of scatterometer measurements across the swath.

### A. NB Model Error

Let us first consider the performance of the NB model. For the NB model the number of unknowns $N_u$ in each $N \times N$ region segment is related to $N$, $M_C$, and $M_D$ by the formula,

$$N_u = 4N - 2 + g(M_C) + g(M_D)$$  \hspace{1cm} (85)$$

where

$$g(M) = \begin{cases} 
0, & M < 0 \\
(M + 1)(M + 2)/2, & M \geq 0.
\end{cases}$$  \hspace{1cm} (86)$$

$M_C = -1$ is used to denote the case when the vorticity field is identically zero. Similarly, $M_D$ denotes the case when the divergence is identically zero, which would result in a strictly geostrophic model.

Table III shows rms modeling error versus $N$ for polynomial vorticity and divergence models, with $M_C = M_D = 2$. With the exception of a peak at $N = 10$, the modeling error increases as $N$ increases. Table IV illustrates the effects of varying $M_C$ and $M_D$ for $N = 8$. Table V is similar to Table IV, but for $N = 12$. As $M_C$ and $M_D$ increase, the modeling error is reduced. To minimize the number of unknowns in the model, we desire to keep $M_C$ and $M_D$ small. While other values of $M_C$ and $M_D$ can be

### Table II

<table>
<thead>
<tr>
<th>Normalized Vector</th>
<th>Direction (deg)</th>
<th>Normalized Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.06</td>
<td>120</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Fig. 5. An example of the mesoscale wind fields used in evaluating the model accuracy. The field was uniformly sampled with $h = 80$ km. A vector length equal to the sample spacing corresponds to 15 m/s.
TABLE III
WIND-FIELD MODEL ERROR FOR THE NB MODEL, WITH $M_C = M_D = 2$, AS A FUNCTION OF $N$ FOR SIMULATED MESOSCALE WIND FIELDS

<table>
<thead>
<tr>
<th>$N$</th>
<th>Number of Unknowns $N_u$ in $\mathcal{N} \times \mathcal{N}$ Region</th>
<th>Normalized RMS Error $\frac{\text{Error}}{\text{Speed}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>25</td>
<td>0.024, 1.06, 0.011</td>
</tr>
<tr>
<td>6</td>
<td>28</td>
<td>0.060, 1.11, 0.046</td>
</tr>
<tr>
<td>8</td>
<td>36</td>
<td>0.034, 3.69, 0.050</td>
</tr>
<tr>
<td>10</td>
<td>44</td>
<td>0.104, 4.52, 0.065</td>
</tr>
<tr>
<td>12</td>
<td>54</td>
<td>0.083, 4.27, 0.052</td>
</tr>
<tr>
<td>14</td>
<td>66</td>
<td>0.082, 4.48, 0.054</td>
</tr>
<tr>
<td>16</td>
<td>74</td>
<td>0.084, 5.04, 0.057</td>
</tr>
</tbody>
</table>

TABLE IV
NB-MODEL ERROR FOR $N = 8$, VERSUS $M_C$ AND $M_D$

<table>
<thead>
<tr>
<th>Field Model</th>
<th>Unknowns $N_u$ in $\mathcal{N} \times \mathcal{N}$ Region</th>
<th>Normalized RMS Error $\frac{\text{Error}}{\text{Speed}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_C = 2$</td>
<td>$M_D = 2$</td>
<td>$\frac{\text{Error}}{\text{Speed}}$</td>
</tr>
</tbody>
</table>

-1 -1 30 0.191 3.31 0.115
-1 5 33 0.166 6.97 0.095
-1 1 36 0.163 6.05 0.094
-1 3 40 0.158 6.74 0.091
-1 4 45 0.144 6.17 0.084
-1 0 31 0.133 6.11 0.084
0 0 22 0.102 4.65 0.063
0 1 34 0.096 4.36 0.059
1 2 37 0.065 4.32 0.058
1 3 46 0.092 4.27 0.057
1 4 46 0.094 4.21 0.057
0 0 34 0.097 4.23 0.057
1 1 56 0.090 4.01 0.054
1 2 59 0.090 3.96 0.053
1 3 43 0.089 3.92 0.052
1 4 46 0.089 3.91 0.052
0 1 35 0.125 5.62 0.077
0 2 37 0.092 4.09 0.053
1 1 39 0.085 3.72 0.050
2 2 42 0.084 3.69 0.050
2 3 46 0.084 3.68 0.050
2 4 51 0.084 3.67 0.053
3 1 40 0.125 5.60 0.077
3 3 41 0.091 4.06 0.053
3 1 43 0.084 3.70 0.050
3 2 46 0.084 3.66 0.049
3 3 50 0.084 3.64 0.049
3 4 55 0.084 3.64 0.049
4 1 41 0.118 5.30 0.075
4 0 46 0.082 3.68 0.049
4 1 48 0.074 3.25 0.044
4 2 51 0.074 3.20 0.042
4 3 55 0.074 3.20 0.042
4 4 60 0.073 3.20 0.043

chosen, our desired accuracy requirements (see Section II) will be met for $N = 8$, with $M_C = M_D = 0$; i.e., for a constant vorticity and divergence model over the region $\mathcal{N}$, whereas for $N = 12$, $M_C = M_D = 1$ will meet the desired requirements.

B. PBC Model Error

The PBC model has the advantage of using a smaller number of unknowns than the NB model, but at the expense of a somewhat higher modeling error. For the PBC model the number of unknowns $N_u$ in each $\mathcal{N} \times \mathcal{N}$ region is related to $M_C$, $M_D$, and the formula,

$$N_u = M_C + g(M_C) + g(M_D). \quad (87)$$

Next we contrast the performance of the previous NB model results with those obtained for the PBC model. Table VI illustrates the effect of varying $M_C$ for $N = 8$ and

$M_C = M_D = 2$. Table VII presents the rms errors for $M_C = M_D = 2$ versus $N$. Table VII should be compared to Table III; note that the errors are only slightly larger for the PBC case as compared to the NB case. Table VIII shows the effects of varying $M_C$ and $M_D$ for $N = 8$ and $M_C = M_D = 2$. Table VIII should be compared with Table

TABLE VI
PBC-MODEL ERROR FOR $N = 8$ AND $M_C = M_D = 2$, VERSUS $M_C$

<table>
<thead>
<tr>
<th>$M_C$ Unknowns $N_u$ in $\mathcal{N} \times \mathcal{N}$ Region</th>
<th>Normalized RMS Error $\frac{\text{Error}}{\text{Speed}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_u$ 2</td>
<td>14 10.6 0.057 2.14 0.032</td>
</tr>
<tr>
<td>2 16 10.4 0.036 2.10 0.032</td>
<td></td>
</tr>
<tr>
<td>8 18 10.4 0.036 2.10 0.032</td>
<td></td>
</tr>
<tr>
<td>8 20 10.4 0.036 2.10 0.032</td>
<td></td>
</tr>
<tr>
<td>8 22 10.4 0.036 2.10 0.032</td>
<td></td>
</tr>
<tr>
<td>12 24 10.4 0.036 2.10 0.032</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VII
PBC-MODEL ERROR, WITH $M_C = 8$ AND $M_C = M_D = 2$, AS A FUNCTION OF $N$ FOR SIMULATED MESOSCALE WIND FIELDS

<table>
<thead>
<tr>
<th>$N$ Number of Unknowns $N_u$ in $\mathcal{N} \times \mathcal{N}$ Region</th>
<th>Normalized RMS Error $\frac{\text{Error}}{\text{Speed}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 20 0.057 2.14 0.032</td>
<td></td>
</tr>
<tr>
<td>6 20 0.090 4.12 0.060</td>
<td></td>
</tr>
<tr>
<td>8 20 0.100 4.80 0.068</td>
<td></td>
</tr>
<tr>
<td>10 20 0.107 5.02 0.072</td>
<td></td>
</tr>
<tr>
<td>12 20 0.110 5.64 0.075</td>
<td></td>
</tr>
<tr>
<td>14 20 0.112 5.91 0.076</td>
<td></td>
</tr>
<tr>
<td>16 20 0.116 6.56 0.082</td>
<td></td>
</tr>
</tbody>
</table>
V, whereas Table IX should be compared with Table VI. Observe that for \( N = 8 \), setting \( M_f = 8 \) and \( M_C = M_D = 1 \) permits us to meet our desired model accuracy requirements. For \( N = 12 \) and \( M_f = 8 \) and \( M_C, M_D = 2 \), the desired accuracy requirements are met. Greater accuracy is achieved for larger \( M_f \) and/or larger \( M_C \) and \( M_D \).

### VII. CONCLUSIONS

In this paper we have developed a model for near-surface mesoscale wind fields which is suitable for use in the model-based estimation of wind fields from wind scatterometer measurements. The model can accurately describe near-surface mesoscale wind fields, is based only on scatterometer data (i.e., no other instrument or in situ data is required), is computationally tractable, and lends itself to a model parameter estimation formulation. The modeling error has been evaluated by means of simulation. We have found that a parameterized boundary condition model with \( N = 8, M_f = 8 \), and \( M_C = M_D = 1 \) or \( N = 12, M_f = 8 \), and \( M_C = M_D = 2 \) provides the desired model accuracy while minimizing the number of unknowns. While we have developed our wind field model expressly for wind field estimation from scatterometer measurements, it is our hope that these results may prove helpful in other research areas.

A companion paper (Part II [26]) describes the application of our model to wind field estimation from scatterometer measurements.
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